
 

e-book   

LeddarVision Sensor Fusion 

and Perception Technology 

Overview  
 

 

 

 

 

 

 

 

 

Brought to you by  

 

 
 



 

© 2023 LeddarTech Inc. 1 | 19 

 

LeddarVision  
Sensor Fusion and Perception  
Technology Overview  // e-book  

Table of Contents  

1. Introduction .............................................................................................................................. 2 

2. Features and Challenges ........................................................................................................ 3 

2.1. System Overview ........................................................................................................... 3 

2.2. Object-Level Fusion vs. Raw-Data Fusion ..................................................................... 3 

2.3. 3D Reconstruction and Upsampling............................................................................... 4 

2.4. Object Detection and Classification ............................................................................... 5 

2.5. Small-Object Detection .................................................................................................. 6 

2.6. Object Trajectories ......................................................................................................... 7 

2.7. Ego-Motion ..................................................................................................................... 7 

2.8. Free-Space Detection .................................................................................................... 8 

2.9. Tracking .......................................................................................................................... 9 

2.10. Road and Lane Detection ............................................................................................ 10 

2.11. Occupancy Grid ............................................................................................................ 11 

2.12. 2D Detection and Classification ................................................................................... 12 

2.13. 3D Detection and Classification ................................................................................... 13 

3. System Requirements and Architecture ................................................................................ 15 

3.1. Hardware Requirements .............................................................................................. 15 

3.2. Synchronization Requirements .................................................................................... 15 

3.3. Modular Architecture .................................................................................................... 16 

4. Conclusion ............................................................................................................................. 17 

 

  



 

e-book // Sensor Fusion and Perception Technology Overview 2 | 19 

1. Introduction  

In an autonomous vehicle, reliable and accurate perception of the environment is critical 
to enable safe driving decisions. The output from the various sensors needs to be fused 
with no loss of information to produce an accurate model of the environment that captures 
every surrounding object. 

The standard approach used by perception platforms currently available in the ADAS and 
AD market is object fusion, where information about object detection performed by each 
type of sensor is brought together to support the driving decision-making. 

The main limitation of this approach, however, is that no single sensor on its own 
possesses sufficient information to support all possible driving scenarios . For example, 
HD cameras do not see depth, while distance sensors such as LiDARs and radars may 
lack resolution. 

The LeddarVisionÊ sensor fusion and perception solution provides a different, 
innovative approach to understanding the vehicleôs changing environment with raw-data 
fusion. Through a leveraged algorithmic approach, the software solution encompasses 
3D reconstruction, artificial intelligence (AI) and computer vision to turn sparse data into 
a most precise dense 3D environmental model , contributing to improving the perception 
systemôs performance, an essential component  of autonomous vehicles. 

This e-book will explain and illustrate the main features and benefits related to this 
advanced, cost-effective sensor fusion and perception solution, which requires low 
computational power and makes optimal use of available sensor suites. 
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2. Features and Challenges  

2.1. System Overview  

LeddarVision integrates raw data from sensors to generate a 3D RGBD 1 model, as shown 
in Figure 1 below. It also incorporates 3D reconstruction to enrich and add robustness 
to the model. Sensor data is fused intelligently, adding temporal information ( i.e., 
information from multiple frames) and more accurate representations of a single 
measurement (i.e., multiple measurements of a single object enable reducing the 
measurement error by ãn). 

 

Figure 1 ï System overview  

The 3D RGBD model also provides an abstraction layer between the sensors and the 
perception algorithms. This model allows the use of different sensorsô brand, resolution 
and positioning without modifying the algorithms. This  provides a significant benefit as it 
reduces the testing, verification and validation required for the system when using a 
different set of sensors. 

2.2. Object -Level Fusion vs . Raw-Data Fusion  

While sensor fusion (fusion of data from different sensors) and perception (an online 
collection of information about the surrounding environment) is already in use in current 
ADAS and AD applications, the technology still has one major drawback: each detection 
is based on sub-optimal information (sensing data from the camera, radar, LiDAR, etc.), 
resulting in partial, or even contradictory information, which can lead the system to make 
a wrong decision. 

In a traditional object-level fusion approach, perception is done separately on each 
sensor (Figure 2). This is not optimal because when sensor data is not fused before the 
system makes a decision, it may need to do so based on contradicting inputs. For 
example, if an obstacle is detected by the camera but was not detected by the LiDAR or 
the radar, the system hesitates as to whether the vehicle should stop. 

 
1 Red, green, blue + depth. 
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Figure 2 ï Object -level fusion  

In a raw-data fusion approach, objects detected by the different sensors are first fused 
into a dense and precise 3D environmental RGBD model, then decisions are made based 
on a single model built from all the available information (Figure 3). Fusing raw data from 
multiple frames and multiple measurements of a single object improves the signal -to-
noise ratio (SNR), enables the system to overcome single sensor faults and allows the 
use of lower-cost sensors. This solution provides better detections and less false alarms, 
especially for small obstacles and unclassified objects.  

 

Figure 3 ï Raw-data fusion  

2.3. 3D Reconstruction and Upsampling  

The core advantage that LeddarVision provides is a 3D reconstruction, which generates 
a high-density 3D image of the vehicleôs surroundings from the camera, LiDAR points 
and/or radar measurements. By using the HD image from the vision sensor (camera) , the 
algorithm divides the surroundings between static and dynamic objects. The LiDAR 
measurements on the static objects are accumulated over time, which allows the 
allocating of a larger portion of the distance measurements to moving targets. The 
acquired LiDAR measurements are further interpolated based on similarity cues from the 
HD image. 

While LeddarVisionôs raw data fusion uses low-level data to construct an accurate RGBD 
3D point cloud, upsampling algorithms enable the software to increase the sensorsô 
effective resolution. This means that lower-cost sensors can be enhanced with 
LeddarVision and provide a high-resolution understanding of the environment. The 
sample results of the 3D reconstruction algorithm for a camera and LiDAR are shown in 
Figure 4. The top picture represents the camera-only frame, the lower-left the original 
LiDAR point cloud and the lower-right the LeddarVision 3D reconstruction with 
upsampling. 
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Figure 4 ï 3D reconstruction example  

For example, this method can be applied for low-density scanning LiDARs, as is 
demonstrated in Figure 4, thus enabling the use of a lower-cost scanning LiDAR, e.g., 
with 32 beams, instead of an expensive high-density 64-beam LiDAR, to achieve the 
required performance. 

The RGBD model created through raw sensor fusion is sent to a state-of-the-art ñRGBD 
object detectionò module that detects 3D objects in a 4D domain. Meanwhile, the free 
space and road lanes are identified and accurately modeled in three dimensions, leading 
to an accurate geometric occupancy grid. This birdôs-eye-view grid of the world 
surrounding the AV is more accurate than using a camera-alone estimator. The RGBD 
model allows very accurate keypoint matching in 3D space , thus enabling very accurate 
ego-motion estimation. 

With its novel approach based on proprietary IP, LeddarVision also adds another layer 
of raw (plus intermediate) data fusion and improves all aspects of the perception 
outcomes, as detailed in the following sections: detections, 3D information, occupancy 
grid and ego-motion. 

2.4. Object Detection and Classification  

For safe driving, all objects on the road and in the vicinity must be detected, identified 
and tracked for proper path planning. An example is shown below. The system marks an 
object by placing a tight 3D bounding box around it and defining its position (x,y,z), 
dimensions (width, height, depth) and orientation (Ŭx,Ŭy,Ŭz) with respect to the 3D scene 
and the car location. Furthermore, the bounding box is projected onto the image, and a 
2D or 3D bounding box is marked on the image. Finally, the system classifies the object 
in one of the following categories: vehicle, pedestrian, cyclist or unknown. The ñunknownò 
category is used to classify obstacles on the road that do not belong to any other category 
(e.g., a cat crossing the street, or a hole). 

 

Figure 5 ï 3D detection and enhancement (camera view)  
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Figure 6 ï 3D detection and enhancement (birdôs-eye view  based on LiDAR data ) 

2.5. Small -Object  Detection  

LeddarVisionôs raw data sensor fusion and 3D reconstruction provide more information 
that enables the detection algorithms to detect small objects farther than otherwise 
possible and smaller obstacles that would otherwise escape detection. It is this capability 
that provides the ability to safely drive faster and in more demanding conditions.  
LeddarVisionôs novel RGBD-based detection utilizes the depth features of obstacles, 
allowing the recognition of never-before-seen obstacles. This technique helps bridge the 
gap between the outstanding performance of image-based deep-learning approaches for 
object detection and the geometry-based logic of an obstacle. The solution also reduces 
the number of false alarms, such as those that can occur due to discoloration on the 
road, reflections or LiDAR errors. The example in  Figure 7 highlights LeddarVisionôs 
ability to detect such small obstacles even at large distances. 

 

Figure 7 ï Small -object detection , example 1  

Figure 8 below illustrates a small object on the road. Although it is still far away, the 
object is detected by the system, identified by a rectangle and classified as ñunknown.ò 
The obstacle is actually a rock on the road, as can be seen in Figure 9. 
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Figure 8 ï Small -object detection, example 2 (object is detected at a distance ) 

 

Figure 9 ï Small -ob ject  detection, example 2 (object is identified)  

2.6. Object Trajectories  

Once detected, each object must be assigned with velocity estimation. The algorithms 
track and follow each detected objectôs motion path in 3D space by tracking the angular 
velocity through image frames and the radial velocity through depth-image frames. When 
Doppler radar data is available, this too is used. This allows the system to distinguish 
between dynamic and static objects. The method generates the 3D trajectory motion for 
dynamic objects, which will be used later for path planning and crash prevention.  In the 
figure below, each 3D bounding box color represents a unique ID, and each vector in the 
birdôs-eye-view display represents the velocity of the object. 

 

Figure 10 ï Sample object trajectories (3D + birdôs-eye view)  

2.7. Ego-Motion  

LeddarVision can also provide advanced algorithms for visual odometry self -localization, 
based on estimating the motion between every two consecutive frames of a camera 
image and LiDAR point cloud to create the motion vector and trajectory of the host car. 
This solution is based on LiDAR, camera, inertial measurement unit (IMU) and CAN-bus 
data, enabling operation in global navigation satellite system (GNSS) denied regions 
such as in a tunnel. If integrated with GNSS, the GNSS accuracy is then increased by 
an order of magnitude; for example, the module includes drift compensation based on 
GNSS readings and correction of GNSS reflections. Figure 11 shows an example of the 
ego-motion function (blue is ego-motion, pink is GNSS as ground truth). 






















